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PROBLEMS  OF  ARTIFICIAL  PERSONALITY  
(ARTIFICIAL  INTELLIGENCE)  CONTROL

by Oleg N. Gurov, Alexey V. Sherstov

Abstract. Today, a number of researchers representing both technical knowledge and 
the humanities believe that it is necessary to endow Artificial Intelligence with subjec-
tive “human” qualities, which include the ability to self-aware, as well as to make a free 
choice. In this regard, the problem of the AI autonomy becomes extremely relevant, 
and further – AI creator’s rights and capabilities (or ineligibility) to hold control over AI. 
Within this framework the Artificial Personality project has been developing over the 
past 20 years. Given its active scientific and social activities with the involvement of the 
remarkable interdisciplinary community, the project is far from complete. The present-
ed article summarizes the executed research for Artificial Personality conceptualization 
and demonstrates that today the fundamental possibility of the creation of Artificial 
Personality has not yet been convincingly proven. Also, conceptually, there has not 
been formulated the single generally accepted approach to promising methods and 
technology for the implementation and the embodiment of the Artificial Personality. 
So, at the current stage, the study of the Artificial Personality is rather abstract theoret-
ical research. As a result of the study, the authors come to the conclusion that today 
it is reasonable to use the results of the Natural Personality and Natural Intelligence 
studies and transfer the methods that have shown their relative effectiveness in various 
existing manifestations of real social life to the field of creating the concept of Artificial 
Personality. The proposed approach for the conceptualization of Artificial Personality 
will help to create a theoretical and methodological foundation for theoretical research 
and further implementation of Artificial Personality projects.
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Introduction

The rapid development and widespread use of Artificial intelligence projects 
makes us increasingly think not only about how “intelligent” it is (that is, how 
quickly and efficiently it is able to study, look for patterns and create connec-

tions to solve the proposed problems), but also how much it is independent and really 
“conscious”. With this the modern society is becoming increasingly dependent on dig-
ital technologies. Humans are forced to rely on computer systems not only in the fields 
of production, education, business, but also often have to trust technologies, including 
those based on Artificial Intelligence, to solve and manage significant and large-scale 
problems - up to life and death issues [32]. Therefore, some researchers endow Artifi-
cial Intelligence with the qualities of a subject’s (actor’s) identity, including the ability 
for awareness and freedom of choice in decision-making. This inevitably raises the 
question of the limits of this independence and the ability of the creator of Artificial 
Intelligence to control his creation. The question of how far the Humanity can go in the 
development of Artificial Intelligence, and what we need to avoid losing control, ceases 
to be only the plot of science fiction films and moves into political, legal and actually 
practical areas [8, 30, 37].

Recently, machine learning scientists have been achieving more and more impres-
sive results. In particular, the invention of new architectures of neural networks (es-
pecially BERT, which was released in 2018) and the growth of computing power have 
led to several breakthroughs in the field of natural language processing (NLP) at once: 
Artificial Intelligence results have significantly improved on many classical tasks, from 
various markups to machine translation, generation of meaningful texts and dialogues 
[36]. Trained on hundreds of gigabytes of texts from books, articles, posts on social 
networks, neural networks have become able to perfectly preserve the context, high-
light the main thoughts and produce meaningful and much the same time interesting 
and unpredictable results. This is important because high similarity to human text is 
a priority, and human texts tend to be rather “unpredictable” in terms of perplexity, as 
opposed to typical machine-generated text, as linguists claim [26]. 
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Such results cannot but make one think about the prospects for the near future 
[27]. It is quite possible that a further increase in computing power and more and more 
new architectures will lead to the fact that the neural network will no longer simply 
operate algorithmically with vector representations of lexemes. Something will appear 
that has a semblance of emotions, capable of something closer to human thinking [12, 
34]. At some point, the line between Human and a similar Artificial Personality will 
blur so much that Humans themselves will start to recognize it of their own kind. The 
prerequisites for this are already happening in our time: as an example, we can take 
the incident with LaMDA, Google’s AI speech imitation system [33]. This system is so 
advanced that one of the company’s employees came to believe in its reasonableness 
and initiated the discussion of the “unethical performance of the company” [15, 35]. 

Dive into the problem of “consciousness” of Artificial Intelligence brings research-
ers to the Artificial Personality (or Artificial Intelligence – further we will be referring 
to this concept as to Artificial Personality) project. Can a computer become a subject? 
When discussing the topic of Artificial Personality, most scientists and experts pro-
ceed from the following premises: an artificial subject is a copy (imitation) of a natural 
subject and is created from a natural subject using computer technology, while the 
implementation methods are not limited.

The target of this work is to identify potential management and control problems 
of the Artificial Personality, based on the current level of knowledge and technology 
development, as well as on the scientific discussion on this issue.

The problem of defining an Artificial Personality

Since the mid-1990s, the Artificial Personality project has been widely discussed 
in the interdisciplinary scientific discourse. One of the leading experts, inspirers and 
significant scientists in this field is the famous Russian thinker, Doctor of Philosophy, 
A. Yu. Alekseev. This scientist identifies several established definitions of Artificial Per-
sonality, based on research position regarding the “personality” of cognitive-computer 
system [1, 39].

The classification is given in the context of the attitude to the concept of “Philo-
sophical zombie”, which is conceptually close or even identical to the concept of Arti-
ficial Personality. In general, philosophical zombies are “unconscious systems that are 
behaviorally, functionally and/or physically identical, indistinguishable and/or similar 
to conscious beings” [3, 40]. Among the researchers, there are conventional “zombi-
philes” who are ready to discuss this theory, having their own view on the very concept 
of “philosophical zombie”. They admit the existence of zombies, or at least the possi-
bility of imagining them. That is, they assume that Humans will be able to create their 
functionally identical counterparts that do not have consciousness. 

“Anti-zombists” consider even the idea of the possibility of zombies’ existence as 
absurd. 
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And the third, neutral, group is trying, at least, to bring certainty into this confus-
ing problem. “Neutrals” believe that a computer model should include a “pseudo-con-
sciousness” module, a kind of analogue of human consciousness. 

Some other researchers, the so-called “azombists”, ignore the very issue of “con-
sciousness” of Artificial systems. The main issue for them is the actual presence of a 
“believable imitation of a Human”, and not the presence of characteristics that allow 
to personify it. According to Alekseev, the advantage of this approach to classification 
lies in the concretization of the sub’ject area: it is not “intelligence” that is analyz-
ed, but more complex concepts – “consciousness”, “personality”, “self-consciousness”, 
“Self ”. Next, we present a few of the main Artificial Personality models developed by 
researchers.

1.	 Artificial Personality as the imitation of Natural Personality.
This definition is typical for azombists. The concept is that the Artificial Subject 

is not different from the natural one: neither in function, nor in behavior, or even 
physically. An important condition that is characteristic of this approach is the indis-
tinguishability of natural and artificial personalities. Both individuals are capable of 
passing Turing test with equal success [4]. This means that personalities are similar 
not only in the structure and functioning of external visible systems (physical, physio-
logical-anatomical, verbal-communicative, etc.), but also in the inner spiritual system, 
which is more complex to reproduce, and which is responsible for abstract concepts 
inherent in emotional and the sensual, reflective side of the Human (i.e. “love”, “re-
sponsibility”, “the right”, etc.) [5].

2.	 Artificial Personality as the model of a Natural Personality.
This concept implies the presence of “pseudo-conscious” complex for the Artifi-

cial Personality, which is used to effectively manipulate the “data” and “knowledge” of 
the intellectual system. By the same analogy, Human may experience and be aware of 
pain, which is the work of the effective signaling mechanism in case there are problems 
with the health of body.

3.	 Artificial Personality as the reproduction of Natural Personality.
According to this definition, computer system actually reproduces general and in-

dividual phenomena of consciousness through the implementation of a complex func-
tional dependence of neurophysiological codes of subjective reality on a substrate that 
is invariant with respect to the physiological structure of the human brain. This ap-
proach is relevant for anti-zombists. From their point of view, zombie is a creature that 
is functionally completely identical to Human, but completely devoid of consciousness. 
Dubrovsky defines an important condition for the emergence of Artificial Personality 
– the “Self ” [10]. It includes two important levels that actually shape the personality: ge-
netic and biographical. However, if the genetic level can be easily faked or reproduced, 
the biographical level is the experience that must be obtained, comprehended and pre-
served. In this regard, researchers are faced with the question of whether such a robot, 
whose experience is completely created by programmer, will be considered a subject, or 
is it just a reflection of the subjective world and the mindset of its creators [14].
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4.	 Artificial Personality – as the creation (formation) of “superpersonality”.
According to D. Denette the Artificial Personality creates such qualities (phenom-

ena) that have no analogue with the natural one. The latter definition leads to the idea 
of “superpersonality”, implying that as a result of the fact that computer technologies 
allow the integration of knowledge and achieve the appearance of “meaning” (in the 
highest philosophical meaning), this level and scope of meaning exceeds the usual 
level of “knowledge” of ordinary Humans [7]. 

It is worth noting that, in our opinion, the reproduction and creation concepts of 
the Artificial Personality cannot be used for productive research on the prospects for 
the formation and management of the Artificial Personality, and the significance of 
these concepts is more broadly philosophical than practically scientific.

Is it possible in principle to give an accurate and unified definition of an Artificial 
Personality? This seems to be a difficult, if not impossible task at this stage. For ex-
ample, if we take the definition of its prototype as a starting point, but already at this, 
initial step, the discussion encounters an almost insurmountable obstacle, since there 
is still no single, universally recognized understanding of the phenomenon of the Hu-
man Personality [11]!

Alekseev emphasizes the “linguistic disunity” of modern projects of the Artificial 
Personality, and the reason lies in the fundamental impossibility of creating the unified 
definition of “Human Personality” [2]. But this is not the only issue. The other side of 
the problem is the variety of ideas about the ways of computer realization of persono-
logical phenomena. In this regard, it is practically impossible to accurately answer the 
question whether, in principle, an exact repetition of the human psyche is real (not 
only at the formal, but also at the functional and semantic levels).

Basic line of approach to architect Artificial Personality

Scholars give accents to two major directions. In one respect, Artificial Personality 
may be determined as as a robot endowed with pseudo-consciousness, which makes 
it functional similarity of human subjective consciousness of reality, and on the other 
hand, Artificial Personality can be perceived as an expert system with “sense” mecha-
nisms [2, 25].

The first approach involves appeal to the idea of anthropopathism, i.e., in fact, Ar-
tificial Personality is endowed with the properties of the human psyche. However, the 
robot, despite the complete identity in actions and feelings, will never become Human, 
that is, a Natural Personality [16]. The idea is very organically correlated with the re-
productive concept and helps to develop it. Dubrovsky more than once drew attention 
to the fact that there is an important factor of “Self ”, which at this stage of development 
cannot be copied [9, 25]. The result of formal copying of experience is devoid of a large 
component - feelings and emotions. It is they that allow a Natural Personality, that is, 
a Subject (Human), to fix memory, draw conclusions from the results and, most im-
portantly, evaluate lessons learned and the experience gained. The assessment in this 
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case is not numbers and dependencies, but mostly moral satisfaction with the outcome 
[23]. But the machine is most likely not capable of experiencing feelings, it can only 
imitate them. Will such an imitation be equivalent to a real human one? To answer 
these questions, one needs to clearly understand: what does Human give and get, what 
is that “satisfaction”, how to measure it, and most importantly - by what parameters can 
it be compared with the “satisfaction” of Machine?

The second approach, considering that it involves certain methodological ambi-
guities, requires return to the topic of defining concepts. It is worth mentioning that 
many researchers have addressed the problem of modeling “sense”. The most produc-
tive from the point of view of computer implementation, is the “contextual approach”, 
according to which “meaning” is the context of formalized expert “knowledge” that 
has parameters of system unity [2]. Alekseev presents the formula of the Artificial 
Personality project – “meaning + understanding”. But what is the “meaning” for the 
observer, and what is the “understanding” for the Machine itself? If the machine “un-
derstands”, then what is the “meaning” for it?

In this context, the issue of developing Artificial Intelligence for communication 
with a Human is rather impressive but ambiguous. To illustrate, we offer the case of 
Tay Chatbot from Microsoft that is of particular interest [24]. Tay is a chatbot that 
educates and trains from the messages of the users it talks to and generates new repli-
cas based on the data it receives [33]. Artificial Intelligence was faced with the task of 
identifying formal communicative and linguistic patterns (in other words, like a child 
has to learn grammar from scratch, learn certain lexical units, etc.) and apply them. 
The experiment showed that at first Tay wrote harmless and quite friendly messages to 
the interlocutors. However, after a few hours, the chatbot learned to write insults, Nazi 
statements, and even death wishes. Microsoft explained this behavior of Tay by the fact 
that a “planned attack” organized by Internet trolls was carried out on it. According 
to the corporation, the attackers took advantage of the “vulnerabilities” of the chatbot, 
which made it possible to train the algorithm to respond with insults. In turn, the 
company admitted that it had underestimated the social aspect in the development, 
and was more focused on the technical implementation and the reliability of the sim-
ulation of communication [28].

Is it possible in this case to say that the chatbot consciously responds with cruel 
expressions? Obviously not. This instance of Artificial Intelligence is not able to filter 
negative information from the positive one. There are several reasons for this: firstly, 
the creator did not take into account the peculiarities of Internet culture, which is why 
he allowed his algorithm to absorb any information indiscriminately. Secondly, Artifi-
cial Intelligence is not yet so intelligent as to learn the moral norms itself, which allow 
you to separate the permissible from the impermissible.

An important pattern is noticeable here - the current prototypes of the Artificial 
Personality are not independent. They still need a moderator (operator) who manu-
ally censors what is good and bad for the algorithm. At the same time, Human, on an 
instinctive level, is able to notice the reaction of other people and understand how per-
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missible what he says is. The Machine has no such “social savvy”. In fact, both “good” 
and “bad” are equivalent for it, it is not able to give them an emotional coloring and the 
meaning of these concepts is equivalent for the Machine [18]. The programmer simply 
puts into it the information that there are “Class 1” and “Class 2”, which are equivalent 
for the Machine itself. However, due to the fact that the creator gave “Class 1” a higher 
value of w (weight), which is primarily a number (!), and a value less than w1 to “Class 
2”, the Machine ranks objects of the first class higher than objects of the second one, 
and even can simply completely exclude them from its memory. Simply put, it com-
pares w1 with w2 and returns those results that have higher precedence (which makes 
the value of w).

In the above example, there is nothing about “satisfaction with the result”. It is 
not the Machine which is “satisfied”, but the Human who created this Machine. That 
is why, most likely, machines, with a complete imitation of a Natural Personality, will 
never be able to fully do exactly the same as a Human does.

Artificial intelligence is an algorithm that has a certain result for any set of in-
put data. Artificial intelligence is about finding mathematical relationships between 
data, about the accuracy of measurements, the Machine does not have an error, it 
always knows the result with an accuracy of nano-units. Natural intelligence, on the 
other hand, seeks connections not only on the basis of mathematics, but also based on 
experience and common sense, since “natural” cannot be described mathematically 
accurately and there is always at least a tiny error. Mathematics is precision built on 
convention, on the “rounding” of the natural to the whole. This is a natural limitation 
to simplify understanding. Therefore, a personality created mathematically is simpli-
fied, generalized to something concrete, while Natural Personality exists according to 
the canonical laws of nature.

Discussions

The review of approaches and opinions presented above allows the authors to as-
sert that the only constant in the presented problematics is uncertainty. In this case, 
first of all, we are talking about the lack of complete confidence that, in principle, it 
is possible to create an Artificial Personality. However, if we assume that this is still 
a feasible task, then we are faced with another uncertainty in the definition of what 
an Artificial Personality is. If we are talking about Artificial Intelligence in general, 
by analogy with Natural Intelligence, then we are faced with the fact that there is no 
common understanding of what Intelligence in general is, because representatives of 
various fields of knowledge and practice, carriers of different cultures put often contra-
dictory characteristics into this concept. Transferring this problematic to the topic of 
the Artificial Personality, we to some extent produce even more uncertainty. However, 
this does not mean that we are multiplying entities, since at present Humanity is faced 
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with the need to simultaneously solve many problems - theoretical, methodological, 
practical ones, since the acceleration of time makes it necessary to increase the speed 
of development in all areas of social life, regardless of how large-scale the existing re-
quirements are, and whatever complex systems it concerns.

Given that we have already found out that the main problem that we face when we 
develop on Artificial Personality is its uncertainty and the imperfection of attempts to 
implement it, therefore, at the moment it is impossible to identify the ways to operate 
it, because we simply do not definitely know what we have to manage.

1.	 Artificial Personality as a controlled subject which has all the features of the Nat-
ural Personality.

Firstly, if Human can be controlled both intuitively and based on the large sample 
of experiments and real cases, then there are no demonstrative cases of controlling 
Artificial Personality yet. Nevertheless, we can try to “equate” the Artificial Personality 
with the natural one for the purposes of discussion, and assume that the behavior of 
the AI, as an imitation of Human, will somehow resemble the behavior of Human. 
From this follows the first convention in the development of management methodolo-
gy for an Artificial Personality, described above. The search for methods of managing 
Artificial Personality must be constantly adjusted: inefficient ones should be removed 
and new ones added for subsequent testing and application [29].

Further, identifying effective methods is an ongoing process. New trends in man-
agement are rapidly changing based on the constant changes in the world around us, 
so the search for working methods in relation to the Artificial Personality should be 
constantly considered, as well as screening for relevant methods for people.

When developing the first prototype of the methodology, it is worth remembering 
the frequent problems that arise in the people management (of Natural Personalities). 
It is easiest to take examples from business. Most often, at the beginning, when de-
veloping a strategy, it is necessary to take into account regional economic, political, 
social and, in particular, cultural characteristics. For example, Russian environment, 
including the business one, is characterized by the significant role of verbal agree-
ments, which are relatively rarely secured by any documents. However, can such a 
problem arise for Artificial Personality? There is no single answer to this question, as it 
may change depending on our attitude towards the Artificial Personality. On the one 
hand, we can consider the Artificial Personality as a clone-child of its creator, then its 
features are transferred to the personality. As a result, the Artificial Personality turns 
out to be a “mirror” of a representative of a Natural Personality, that is, its detailed 
imitation. However, on the other hand, we can consider the Artificial Personality as 
an independent unit, which nevertheless received its own unique experience, was able 
to think it over and emotionally live it. In this case, several outcomes are also possible: 
either the features of the Artificial Personality will be unified and will not differ from 
one individual to another, or we will get new and possibly unexpected features that do 
not arise when interacting with Human [21].
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It can already be noted that when applying this model to control Artificial Person-
ality, we ignore possible inconsistencies in understanding the conditions of the task by 
Artificial Personality. Subsequently, this can lead, first of all, to incorrect results, and 
secondly, to “interpersonal” conflicts with the Machine. The last aspect is no less im-
portant than the first one: assuming that Artificial Personality will act identically to the 
Observer (Manager), the latter endows it with its own subjective personal qualities and 
tries to determine its attitude to various situations. However, in reality, they may not 
correlate, since, according to this definition of Artificial Personality, it is a “believable 
imitation of Human” and has internal spiritual and emotionally sensitive qualities that 
may differ significantly from the observer’s point of view. At the same time, if in the 
end the Artificial Personality still does not have the internal culture of the creator, then 
we a priori declare that its own culture and understanding (or lack thereof) correlate 
with ours. 

This leads us to the next thesis-limitation in the development of the Artificial Per-
sonality management methodology:

2.	 The internal culture of the Artificial Personality and its possible interpretations 
completely coincide with the interpretation of its manager.

The last convention is that for Artificial Intelligence there is no internal emotional 
difference between classes: one set of data for it is equivalent to the second one, etc. 
The set of weights created by the programmer becomes the basis for sorting and prior-
itizing certain values. That is, what is important or not important is determined by the 
Human Creator, and not by the Machine itself. As a result, we get that:

3.	 Human teaches Artificial Personality what is right and what is wrong.
Eventually, it turns out that Artificial Personality is completely dependent on Hu-

man. When we try to control her, we are essentially controlling a partial copy of our-
selves, since many of the personality traits of the Artificial Personality are determined 
by its Manager and its Creator, and not by itself. That is, we get an ideal employee 
whose misfires can only be due to the personality traits of the Creator of Artificial 
Intelligence.

The problems presented above indicate that the philosophical and methodological 
understanding of Artificial Intelligence technologies and projects related to it requires 
special attention and is a promising area of scientific activity. It is especially important 
to comprehend the presented problems, as the responsibility for the development of 
technologies is already growing today. Uncertainty, misunderstanding of the funda-
mentals and lack of consensus on key aspects of the development of Artificial Intelli-
gence technologies can cause threats from its use, and today it is required to formu-
late guarantees for the safe development and use of these systems. In this regard, it 
is important to timely and critically analyze the problems of Artificial Personality in 
order to prevent the negative consequences of Artificial Intelligence performance, at 
the same time, developing it for the benefit of society [19].
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The fundamental possibilities of the technological implementation of the Artificial 
Personality project that have arisen today give rise to a wide range of sociocultural and 
humanitarian problems. The attention of many scientists is riveted to this issue, and 
therefore any format of scientific events at which participants are given the opportu-
nity to express their point of view on the problem under discussion is very important.

In October 2022, major Humanities vs Sciences Congress was held, organized by 
the Moscow Institute of Physics and Technology. The main goal of the Congress was 
the synthesis of exact sciences and the humanities, highlighting the most advanced 
developments and technologies in the field of Artificial Intelligence, creating condi-
tions for the development of the environment and Science Art and identifying new 
opportunities for open cooperation between them [17].

Within the framework of the Congress, the Panel Discussion “Humanitarian and 
technical in the project of Artificial Personality” was held. At this event, the possibil-
ities and prospects of computer implementation (imitation, modeling, reproduction) 
of a wide range of personal phenomena were discussed, as well as the project of Artifi-
cial Personality as an Artificial Intelligence system that convincingly passes the Turing 
complex test for computer implementation of a wide range of Humanities phenom-
ena – “Self ”, semantic, cognitive, existential, creative, communicative, motivational, 
strong-willed, moral, etc. Part of the presentations at the panel discussion was devoted 
to the history of creation, the current state and prospects for the technological imple-
mentation of the Artificial Personality project. The panel discussion was attended by 
programmers, mathematicians, engineers, as well as philosophers, psychologists, law-
yers, linguists, political scientists, sociologists, culturologists, art historians and repre-
sentatives of other sciences [13].

Thanks to the multidisciplinarity of the panel discussion, it became possible to 
systematically study both the general worldview and methodological problems of Ar-
tificial Personality, according to specific information technology, legal, ethical, aesthet-
ic and other aspects of sciences [15, 20, 38]. 

Conclusions

At this point, in scientific discourse there is still no ground for agreement consid-
ering definition of Artificial Personality. Moreover, there is no consensus whether it is 
practically possible to create it in principle. At the current stage of scientific discussion, 
it is necessary to find a solution to many theoretical and methodological issues that lie 
in the interdisciplinary field. 

 To date, the situation in philosophical studies, which subject is Artificial Intelli-
gence does not allow us to unambiguously determine the possibility and working tools 
for managing Artificial Personality. First, we do not fully know what Natural Person-
ality is, and most likely we will never be able to unambiguously define what it is. From 
here it is impossible to give a single designation of Artificial Personality, which is the 
second problem. In addition, Artificial Personality can be practically implemented in a 
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variety of ways, which is why there are also many different interpretations. As a result, 
a situation is created when in the scientific community there are many interpretations 
of both conceptual understanding and different visions of development paths. Thus, 
we get an indefinite control object, which makes it impossible to say exactly which 
methods will be effective and productive for it.

However, based on the existing experience with Natural Personality, it is possible 
to suggest the use of methods that have shown their relative effectiveness in the most 
diverse situations of social life. At the same time, it should be taken into account that 
there is no guarantee that these methods will eventually become applicable, since, as 
mentioned above, Artificial Personality is only a theoretical project at this stage, and 
we do not have, first of all, statistical data that could allow us to predict the behavior 
of Artificial Personality in practice, and convincingly predict at least any approximate 
expected result [22].

To sum up, we would like to propose for discussion the hypothesis that the control 
problem may not arise at all: since Artificial Personality is an algorithm, it is mathe-
matically limited: if we represent solutions in the form of a graph, then despite the huge 
number of possible solutions, this number is still finite, since each set of input data will 
have its own final answer. Human is capable to bypass the enumeration method, us-
ing internal sensations to ignore the mechanical selection of existing data to obtain a 
solution. To demonstrate the above assumption by an example, consider the following 
situation. You can teach Artificial Personality the basics of music (notes, rhythm, etc.) 
and make it write a melody. According to the laws of combinatorics, there is an infinite 
number of variations, and for sure among the selected compositions there will be exact 
copies of Tchaikovsky, Bach, Wagner and others. However, the machine “composed” 
this not because it has the inner ability to feel the harmony and compatibility in music, 
but because it can mathematically create any combination and select it from trillions 
of created ones. When a Human composes music, there is something inside him that 
allows him to intuitively find successful solutions and combine them into a compo-
sition. Human can create a single masterpiece, and at once it will be qualitative and 
brilliant, and Machine can create an infinite amount, but most of what is created will 
be mediocrity and cacophony.

In conclusion, the authors would like to present their general opinion regarding 
the prospects for the development of the presented problems. Undoubtedly, the con-
ceptualization of Artificial Personality seems to be a promising study for further un-
derstanding of Artificial Intelligence in general [31]. This Terra Incognita, into which 
Mankind is still quite blindly entering today, requires the conceptualization of new 
ideas - technobiological symbiosis, Artificial life, computational creativity, Artificial 
Societies and many others [6, 7]. The authors of the article come to the conclusion that 
it is necessary to form a new scientific language at the intersection of philosophical 
anthropology, philosophy of consciousness, philosophy of technology, philosophy of 
Artificial Intelligence. Perhaps a unifying factor and a common theme may be the 
study of ethical issues that arise in this new space. Therefore, the prospect of interdisci-
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